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     Introduction:  

 

Cracks in machines can lead to catastrophic failures, causing safety hazards and costly downtime. 

Timely detection of cracks is crucial for ensuring the reliability and longevity of machinery across 

various industries, including manufacturing, aerospace, automotive, and infrastructure. Traditional 

inspection methods often rely on visual inspections or costly manual testing, which can be time-

consuming, subjective, and prone to human error. 

 

To address these challenges, researchers and engineers have turned to advanced technologies 

such as artificial intelligence (AI) and computer vision to develop automated crack detection 

systems. These systems leverage deep learning algorithms, particularly Convolutional Neural 

Networks (CNNs), to analyse images of machine components and identify cracks with high 

accuracy and efficiency. One of the widely used CNN architectures for crack detection is ResNet50, 

renowned for its depth and performance. Trained on large datasets comprising images of both 

cracked and intact surfaces, ResNet50 learns to distinguish between normal and defective regions 

with remarkable precision. 

 

Orthographic views play a pivotal role in creating accurate digital models of machines. By 

capturing multiple perspectives of the machine component, including top, front, side, and isometric 

views, engineers can reconstruct detailed 3D models using computer-aided design (CAD) software. 

These models serve as the foundation for crack detection algorithms, enabling precise analysis of 

potential defects. 

 

Engineering drawings serve as detailed blueprints of machine components, providing critical 

information about dimensions, materials, and assembly instructions. Traditionally, engineers would 

refer to these drawings during inspections to identify potential defects or anomalies. However, this 

process often required manual cross-referencing and subjective interpretation, leading to 

inconsistencies and oversight. By integrating AR technology with engineering drawings, these 

blueprints become interactive, dynamic tools for defect detection, offering real-time visualization 

and analysis capabilities. 
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 Objectives: 

 

The project comprises two main objectives they are as given below: 

Objective 1:  

The first objective of the project is to develop a system capable of generating 3D models from 

2D orthographic views and architectural drawings. This involves implementing algorithms such as 

BP-rep (Boundary Representation) and D2 analysis to convert 2D representations of machine 

components into detailed 3D structures. The system will output SCAD (Script-based CAD) files, 

which can be used for further visualization and analysis.  

 

Objective 2: 

The second objective of the project is to detect and analyse cracks in machines using ResNet50 

Convolutional Neural Networks (CNNs) combined with image processing techniques. This involves 

scanning 2D views of machine components and employing ResNet50 CNNs to detect potential 

defects, particularly cracks, within the images. ResNet50, known for its depth and performance, will 

be trained on large datasets of cracked and intact surfaces to accurately identify and classify 

defects. 

 

 

 Methodology:  

 

A. Materials 

For the implementation of the objectives mentioned above we used the following materials listed 

below: 

Orthographic Views: We took up orthographic views of simple machines which comprised of the 

front, side and top view. These images we taken up from the mechanical textbooks. 

Defected machine images: We required images of machines that contained cracks for training our 

ResNet50 CNN network, even images for testing the project outcomes. 

Software Requirement: Leveraging Nvidia CUDA ensures precise graphics image analysis and 

expedites model training, optimizing system performance. 

B. Methods Used 

The process of conversion of 2D orthographic views to the 3D Model required the methods like: 

B-Rep Algorithm: This algorithm specifies the boundary which are taken to be as the contours for 

further shape detection. This algorithm also defines its dimension compared to other shapes 

present. 

D2 Shape detection algorithm: This algorithm is used to detect the shape for modelling of the 

object. 

Open SCAD: We use Open SCAD to generate a 3D SCAD file which is processed to generate a 

STL which is returned by the Flask API as a response to be displayed in the app. 
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Fig 1. Process flow for generation of 3D model 

ResNet50: This is Convolution Neural Network that is used for image processing , this model has 

been used to identify the defects. 

C. Process in Details 

The process for obtaining the 3D model is as follows: 

Contour detection: A shape will have 2 contours created from the thickness of the figure, one of 

which envelopes it from the outer side and other from inside. 

Shape Detection of 2D image: This step involves the recognition of 2D shapes that need to be 

converted into 3D solids using D2 algorithm. 

Dimensioning: This way we determine the dimension of the highlighted line of the object, which is 

used to determine the object length to pixel ratio.  

Linking parent child lists: A parent-child relation grouping is necessary through a shape list. Each 

shape list in each view can be organized as a list. 

 
Fig 1. Dimensioning of 2d to 3d conversions 

 

 

Process for the detection of cracks: 

Deep Network Architecture: ResNet50 is a deep convolutional neural network (CNN) architecture 

designed for image classification tasks. It consists of 50 convolutional layers grouped into several 

blocks. Over the course of five epochs, the CNN iteratively refined its parameters to better detect 

cracks in the images. 

Defining Optimizer and Loss Function: The code specifies the loss function 

(nn.CrossEntropyLoss()) and optimizer (optim.Adam()) for training the model. Additionally, a 
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learning rate scheduler (lr_scheduler.StepLR) is used to decay the learning rate by a factor of 0.1 

every 3 epochs. 

 

Fig 1. Crack detection and analysis for mapping into model 

 

Training the Model: The train_model() function trains the model for a specified number of epochs 

(num_epochs). It iterates over each epoch, alternating between training and validation phases. 

Within each phase, it iterates over the batches of data, performs forward and backward passes, 

updates the model parameters, and computes the loss and accuracy. The best model weights are 

saved based on the highest validation accuracy achieved. 

 

Flask API: The android app is connected to an API which internally contains routes which are able 

to fetch these outcomes from the python code. 

React Native APP: Here we built an android app which is connected to the API and processes the 

user inputs and displays the outputs whether it be a 3D model or analysis of the crack. 
 

 

Results And Conclusion: 

 

The project's results demonstrate significant advancements in defect detection and 2D to 3D 

model reconstruction methodologies, yielding tangible benefits for industrial maintenance and 

repair tasks. Through the application of B-rep and D2 shaping algorithms, validated by studies 

such as [5] and [6], the project successfully reconstructed accurate 3D SCAD models from 2D 

orthographic views. This achievement, supported by previous research, enhances engineers' 

ability to visualize and analyze machine components, facilitating streamlined maintenance 

procedures. 

Moreover, crack detection in machines using ResNet50, as validated by studies such as [7] and 

[9], exhibited exceptional accuracy in identifying defects, particularly cracks, within machine 

components. Leveraging deep hierarchical feature learning architectures enabled proactive 

maintenance strategies, minimizing the risk of catastrophic failures and reducing downtime. 

The integration of Nvidia CUDA for GPU acceleration further optimized the project's performance, 

expediting model training and enhancing overall system efficiency. This utilization of cutting-edge 

technology, coupled with robust methodologies, underscores the project's commitment to 

delivering practical solutions for industrial defect detection and visualization challenges. 

Additionally, the project's use of Python [11], Flask API [12], and React Native [13] technologies 

facilitated seamless integration and user-friendly interfaces, enhancing accessibility and usability 

for engineers and technicians. By leveraging relevant technologies and methodologies, the project 
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achieved its objectives of accurate defect detection and efficient 2D to 3D model reconstruction, 

marking a significant step forward in industrial maintenance practices. 

Overall, the project's results demonstrate its potential to revolutionize defect detection and 

visualization processes in industrial settings, paving the way for safer, more efficient maintenance 

operations and ensuring the reliability and longevity of critical machinery. 

 

 Innovation of the Project: 

 

The innovation of the project lies in its holistic approach to addressing the challenges of defect 

detection and visualization in industrial machinery. By combining advanced algorithms, cutting-

edge technologies, and interdisciplinary methodologies, the project introduces several innovative 

elements: 

 

Integration of Machine Learning: The project harnesses the power of machine learning, particularly 

deep learning techniques like ResNet50, to automate defect detection processes with 

unprecedented accuracy. By training models on large datasets of annotated images, the system 

can effectively identify and classify defects, enhancing maintenance efficiency and minimizing 

downtime. 

2D to 3D Model Reconstruction: The project innovatively utilizes B-rep and D2 shaping algorithms 

to reconstruct detailed 3D models from 2D orthographic views. This approach enables engineers to 

visualize machine components in a virtual environment, facilitating more informed decision-making 

and precise analysis of defects. These are integrated to give an AR view which gives user an 

immersive experience. 

 

 Scope of the Project: 

 

The scope of the project extends far beyond its current implementation, offering significant 

potential for future developments and applications in industrial settings. With its robust 

methodologies and innovative technologies, the project lays the groundwork for several avenues of 

exploration and expansion: 

 

Education: The project could be used to visualize the orthographic views to 3D model conversion. 

Industry Adoption: The project's methodologies and technologies are highly adaptable to various 

industrial sectors, including manufacturing, automotive, aerospace, and energy. Its ability to 

accurately detect defects and visualize machine components positions it as a valuable tool for 

enhancing maintenance practices and ensuring operational efficiency. 

Scalability: The project's modular architecture and flexible design enable scalability to 

accommodate diverse machinery types and sizes. It can be easily customized and scaled up to 

address the needs of small-scale operations as well as large-scale industrial complexes. 

Advanced Applications: Beyond defect detection, the project opens doors to advanced applications 

such as predictive maintenance, digital twinning, and optimization of machine performance. By 

leveraging machine learning and 3D visualization capabilities, it can provide insights into machine 

health and performance metrics, enabling predictive maintenance strategies and improving overall 

equipment effectiveness. 

Integration with IoT and Industry 4.0: The project can be integrated with IoT sensors and Industry 

4.0 frameworks to create interconnected and intelligent manufacturing environments. By combining 

real-time data from sensors with advanced defect detection and visualization capabilities, it can 

enable proactive decision-making and enhance overall productivity. 
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Research and Development: The project offers fertile ground for further research and development 

in areas such as augmented reality (AR), virtual reality (VR), and human-machine interaction. By 

exploring new technologies and methodologies, it can push the boundaries of innovation in 

industrial maintenance and automation. 

Collaboration and Partnerships: Collaborating with industry partners, research institutions, and 

technology providers can further expand. 
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