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~ active ingredients for medicinal use. Because of factor such as

global warming, increasing

population, professional secrecy, lack of Government support for research activities and lack of

. awareness about medicinal plants, many useful plants species are now becoming extinct and are

getting destroyed. Manual identification of medicinal plants leaf is a time consuming process and

- need the help of experts for plants identification. To overcome this problem, automatic identification

and classification of medicinal plants is needed for greater benefit to humankind. In today’s era, the

automatic identification and classification of medicinal plants leaf is an active research area in the

field of image processing. Feature extraction and classification are the main steps in identification
of medicinal plants and classification process which affect the overall accuracy ofthe classification
system. This paper presents literature on image processing techniques used in identification and

classification of medicinal plants and also the importance and benefits of medicinal plants in recent

years.
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CHAPTER 1

1.1 [ntroduction

Avurveda is an ancient medicinal system that is practiced in India and has its origins in the V
times. approximately 5000 years ago. Ayurveda is considered to be the oldest healing science. In the

qanskrit language. Ayurveda means “The Science of Life”. In spite of being suppressed during year

of foreign occupation. Ayurveda is being widely used in its native land and throughout the world. The

main ingredients of ayurvedic medicines are plant leaves, roots, bark, fruits, seeds, etc. It is said that
_ 7 ” |

about 8000 plants of Indian origin are known to possess medicinal attributes. The fundamentals on
which this Ayurvedic system is built are always true for all ages and can be easily adapted from

generation to generation. This, in turn, makes Ayurveda one of the very few medicinal systems that

were developed in ancient times and are still implemented to date. Ancient Tibetan and Traditional
Chinese Medicine and Early Greek medicine have accepted many concepts that were described in the
ancient Ayurvedic literature dating back to several thousands of years. This widespread and extensive

use in the field of medicine makes Ayurveda the ‘mother of healing'. These Ayurvedic plants are used

for preparing medicines on a commercial basis. This has resulted in the production and marketing of
Ayurvedic medicines to become a thriving industry with its annual turnover exceeding Rs 4000 crores.

Because of this, the number of licensed Ayurvedic medicine manufacturers in India now exceeds 8500.

Because of this increased commercialization of the Ayurvedic sector, several issues regarding the raw
material quality used for their preparation need to be focused. These plants are usually collected by
tribal masses that are not professionally trained in the work of identifying the correct plants. Even the

manufacturing units, at times, receive improper or substituted medicinal plants. Most of these

manufacturing units do not have proper quality control mechanisms that can screen these plants. In
addition to this, confusion due to the different local names of these plants makes the matters worse.

Because of the usage of improper raw materials, Ayurvedic medicine becomes inefficient. It may result

in certain unpredictable side effects too. As a result, an intelligent system needs to be developed that

can properly identify the ayurvedic plant based on the leaf samples. This will, in turn, improve the

quality of the medicine and will also maintain its credibility.

e —————————— e —
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called convolutional neural network (CNN) is used
The architecture we used here is Densenetl121, which is a convolutional neural network that is a

powerful model capable of achieving high accuracies on challenging datasets.

1.3 Objective

> Plant identification using a user-uploaded photograph would be one major goal of the proposed

system.

» To create a graphical user interface that is easy to use. To ensure that the user interface is simple
to grasp and intuitive to use.

» To provide instructions on how to care for the plant.

» To deliver the most accurate results possible.

» To give farmers a cost-effective and time-saving option.

> For the sake of providing a dependable and efficient system.

1.4 Motivation

Medicinal plants have been utilized in curing human diseases for thousands of centuries and are the

cies classification is critical for medicine

source of a significant percentage of medicines. Medicinal plant spe
urban medicinal plants and

al Network by high

production and conservation. Local peoples are not enough knowledgeable of their

their usages. Therefore, classifying the medicinal plant image using Convolutional Neur

accuracy image classification model could be useful to identify different types of species.

S&E, GMIT Bhartinagara 2023-2024



Title 1: A Novel Approach to Classification of Ayurvedic Medicinal Plants using Neural N
' 1g Neural Network
Author: Sameer A Kyalkond, Sudhanva S Aithal etworks

. - d its unique. set of
therapeutic qualities. Because it is hard for humans to recall the names of all plant species and their

applications. previous knowledge is essential for manual identification and categorization. The

preservation of these therapeutic plants is crucial as it will help a broad variety of sectors, including

medicine, botanic research, and plant taxonomy studies, among others.

Limitation: Less data sets.

Title 2: Recognition of Ayurvedic Medicinal Plants from Leaves: A Computer Vision Approach

Author: Amala Sabu, Sreekumar K

Methodology: Plants are an indispensable part of our ecosystem and India has a long history of using

plants as a source of medicine. Since the advent of modern allopathic medicine, the use of traditional

medicine declined to a considerable extent. However, in recent years, traditional medicine has made a

comeback for a variety of reasons they are inexpensive, nontoxic, and do not impact any side effect.

Limitations: Collecting the data set is difficult process.

Title 3: Real-Time Identification of Medicinal Plants using Machine Learning Techniques.

Author: Sivaranjani.C, Lekshmi Kalinathan

people. It 1s one
er identification of the appropriate medicinal plants used for the

extensively in medicine, prop
t in Ayurvedic medicinal industry. Identification of the

manufacture of medicine is very importan

. appropriate medicinal plants is usually done by the skilled practitioners who have achieved expertise

In this field.

' Limitation: we should not increase the depth of our model
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C Secrets Of Medicinal Plants Th
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tle 4: Medicinal Plant Identification Using Deep Learning

uthor: R.Geerthanal . P.Nandhini2 . R.Suriyakala3

Jethodology: We use

entifying the corresponding medicinal plant.

mitations: we should not increase the depth of our model

itle 5: Identification of Medicinal Plants using Deep Learning

ck side of leaves of commonly used medicinal plants.

mitations: Less Data Sets

itle 6: Identification of Indian Medicinal Leaves using Convolutional Neural Networks

ithor: Bhargavi Jahagirdarl, Divya Munot2, Niranjan Belhekar3, Dr. K. Rajeswari4

ethodology: In this paper, we have described the implementation of Convolutional Neural Networks

'NN) for the identification of Indian medicinal leaves.

mitations: Collecting the data set 1s difficult process.

tE, GMIT Bhartinagara




3.1 Existing System

Several studies have o ! | ‘

Jast 10 year. One of the most authoritative works in the field of plant classification has been done b .

' DestaSandyaPrasvita. MedLeaf - a mobile application for medicinal plant identification based on leaf

image. The application consists of two main functionalities, i.e. medicinal plant identification and

| document searching of medicinal plant, MedLeaf is computer-

alded medicinal plant recognition system
' that use technology of computer vision and intelligent information processing techniques. They used

Local Binary Pattern to extract leaf texture and Probabilistic Neural Network (PNN) to classify the

image.

3.2 Disadvantages Of Existing System

Limited Accuracy: The existing system has limited accuracy in detecting medicinal plants, leading to

potential misidentification and incorrect results. Achieved an average accuracy of 90.3% with the Flavia

dataset.

- Slow Processing: The current system takes a significant amount of time to process and analyze images,

| resulting in delays in obtaining results.

Limited Plant Species Recognition: The current system has a limited capability to recognize a wide

I range of plant species, hindering its effectiveness in identifying medicinal plants accurately.

3.2 Proposed System _
The proposed system for medicinal plant detection utilizes image processing techniques to

accurately identify and classify different types of medicinal plants. The system incorporates advanced

image processing algorithms to analyze plant images and extract relevant features for classification. All

read, processed, and feature extracted. Raw data is loaded for classification

the images in the dataset are
s the four stages, namely, Image acquisition, image pre-

. of input image. The proposed system contain

. processing, Feature Extraction and Classification. The system follows deep learning and it is completed

In two phases, training and testing.

e

-= e T =
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4.1 Requirement Analysis

: l .

ed product. It encompasses the tasks that determine the need for
analyzing, documenting, validating and managing .

expectations for a new modifi

software or system requirements. The
requirements should be documentable, actionable, measurable
?

| testable and traceable related o
identified business needs or opportunities and define to a level of detail, sufficient for system design

4.2 Functional Requirements

Useful requirements describe the product's internal activities: that s, the technical subtleties,
monitoring and handling of data and other specific functionality demonstrating how to satisfy

the use cases. They are upheld by non-utilitarian prerequisites that force the plan or execution of

imperatives.
e System should process the data.

e System should segment the medicinal leaf images.
e System should detect the medicinal leaf image.

e System should predict medicinal images using medicinal leaf images.

4.3 Non-Functional Requirements
Unnecessary prerequisites are requirements that suggest parameters that can be used to

assess a framework's operation rather than specific activities. This should be distinguished from
useful necessities indicating explicit behavior or capabilities. Reliability, flexibility, and price
are common non-practical necessities. The architecture should be created in order to incorporate
new modules and functionalities, thereby promoting application development. The cost should

be small as a result of programming packages being freely accessible.

» Usability: System Should be user Friendly

* Reliability: The system should be Reliable

* Performance: The system Should not take excess time in detecting the coffee leaf disease

* Supportability: System should be easily updatable for future enhancement.

&E, GMIT Bhartinagara 2023-2024




4 Hardware Requirements

» System : Intel i3/i5 2.4 GHz.
» Hard Disk : 500 GB

» Ram . 4/8 GB

1.5 Software Requirements

» Operating system : Windows XP/ Windows 10
» Software Tool : Open CV

» Coding Language : Python

» Toolbox : Image processing toolbox.

4.6 Language Specification

Python 1s a general-purpose interpreted, interactive, object-oriented, and high-level programming
language. It was created by Guido van Rossum during 1985- 1990. Like Perl, Python source code is
also available under the GNU General Public License (GPL). This tutorial gives enough

understanding on Python programming language.

47 APPLICATION OF PYTHON:

» Easy-to-learn : Python has few keywords, simple structure, and a clearly defined syntax.
This allows the student to pick up the language quickly.
Easy-to-read : Python code is more clearly defined and visible to the eyes.
Easy-to-maintain : Python's source code is fairly easy-to-maintain.
Interactive Mode : Python has support for an interactive mode which allows interactive

testing and debugging of snippets of code.

Portable : Python can run on a wide variety of hardware platforms and has the same

interface on all platforms.
Extendable : You can add low-level modules to the Python interpreter. T hese modules

Scalable : Python provides a better structure and support for large programs than shell

scripting.

)&E, GMIT Bhartinagara
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HAPTER 5

SYSTEM DESIGN

1 Design Overview

Design overview explains the architecture that would be used for devel

»r ; o . €A 1or developii .

nduct. It is an overview of ¢ Frd kG | ping a softw

od iew ol an entire system, identifying the main components th are
1ponents that would be

veloped for the product and their interfaces

.2 System Architecture

A Deep-CNN i1s type of a DNN consists of multiple hidden layers such as convolutior
ver, RELU layer, Pooling layer and fully connected a normalized layer. CNN sharezo:u'or:]
the convolutional layer reducing the memory footprint and increases the perfonnal;c mf l:s
twork. The important features of CNN lie with the 3D volumes of neurons, local conn:c(:i:' e
‘.ﬁ -shared weights. A teature map is produced by convolution layer through the convolutiz
different sub-regions of the input image with a learned kernel. Then,‘ a non-linear activation
nction is applied through ReLu layer to improve the convergence properties when the error
low. In pooling layer, a region of the image/feature map is chosen and the pixel with the

ximum value among them or average values is chosen as the representative

sput (sub-volume of CT image)

Feature extraction
Fig 5.1: Deep-Convolutional Neural Network Architecture
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partitioned into several parts. This normally
segmentation s to simplify the transition in the interpretation of a picture i

can be clearly interpreted and quickly analyzed.

Pre-Processing: In preprocessing stage, the median fi

minimizing the etfects of the degradations during acquisition. Various preprocessing and segmentat atio

techniques of lung nodules are discussed in. The median filter simply replaces each pixel value with

the median value of its neighbors including itself. Hence, the pixel values which are very different from
their neighbors will be eliminated.

5.3 Convolutional Neural Networks

A CNN i1s type of a DNN consists of multiple hidden layers such as convolutional layer, RELU
layer, Pooling layer and fully connected a normalized layer. CNN shares weights in the convolutional
layer reducing the memory footprint and increases the performance of the network. The important
features of CNN lie with the 3D volumes of neurons, local connectivity and shared weights. A feature
map is produced by convolution layer through convolution of different sub regions of the input image
with a learned kernel. Then, anon- linear activation function is applied through ReLu layer to improve
the convergence properties when the error is low. In pooling layer, a region of the image/feature map
is chosen and the pixel with maximum value among them or average values is chosen as the

representative pixel so that a 2x2 or 3x3 grid will be reduced to a single scalar value. This results a

large reduction in the sample size. Sometimes, traditional Fully-Connected (FC) layer will be used in

conjunction with the convolutional layers towards the output stage.
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‘. s ~omposed of several kinds of layers:
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meuluiimml layer: creates a leature m

¢ ap 10 predict the ¢f. . _
for each feature by applying a filter that scans the whole it ties
8¢ Tew pixels at
q {1ime. L
. Pooling layer (down-sampling): scales down the

amount of information the

convolutional layer generated for each feature and maintaine the most essential
1€ Most essentia

mformation (the process of the convolutional and pooling layers usually repeats

several times).

o Fully connected immput layer: flattens the outputs generated by previous layers to

turn them into a single vector that can be used as an input for the next layer.

o Fully connected layer: Applies weights over the input generated by the feature

analysis to predict an accurate label.
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Fig 5.2:Convolutional Neural Network General Architecture




6.1 Data flow diagram

A dataflow outline

e Rasww wlata oot -
‘ /S Record »
Preprocvestng §

Dainsots

e——— Ty Testit

Fig 6.1: Data Flow Diagram

6.2 Use Case Diagram

Use case diagram is the boundary, which defines the system of interest in relation to the
world around it. The actors, usually individuals involved with the system defined according to

their roles. The use cases, which are the specific roles played by the actors within and around

the system.

2023-2024




e

classification

CNN

Accuracy error

Correction error Rate
Feature extraction

| Clustering image Integrated local
: search

— —

Fig 6.3 Class Diagram

6.4 Sequence Diagrams

A sequence diagram simply depicts interaction between objects in a sequential order i.e. the

'order in which these interactions take place as shown in Fig
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6.4 Sequence Diagrams

A sequence diagram simply depicts interaction between objects in a sequential order i.e. the
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Fig 7.3: Feature Extraction

7 4 Data Flow Diagram for Classification and Detection
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Convolution
layer
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Fig 7.4 Classification and Detection




wpdown lists, and other GUI elements.

.2 Tkinter Programming

terface to the Tk GUI toolkit. Tkinter has several strengths. It’s cross- platform, so the same
pde works on Windows, macOS, and Linux. Visual elements are rendered using native operating

ystem elements, so applications built with Tkinter look like they belong on the platform where

1€y re run.

3.3 Implementation Issues

The implementation phase of software development is concerned with translating
design specifications into source code. The primary goal of implementation is to write source
code and internal documentation so that conformance of the code to its specifications can be
easily verified and so that debugging testing and modification are eased. This goal can be
achieved by making the source code as clear and straightforward as possible. Simplicity clarity

and elegance are the hallmarks of good programs and these characteristics have been

implemented in each program module.
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The goals of implementation are ag follows,

e Minimize the memory required,

e Maximize output readability .

e Maximize source text readability,

e Minimize the number of source statements,

e Minimize development time

2 4 Module specification:
Module Specification is the way to improve the structural design by breaking down the

e L 4 I “ -
nto modules and solving it as an independent task. By doing so the complexity is reduced :::::

jodules can be tested independently. The number of modules for our model is three, m‘?

processmg, identification, feature extraction and detection. So each phase signify the fi

input image

- Database lmage ,
image coliection image Collection

Image Pre-Processing Image Pre-Processing
Image Segmentation
Image Segmentation

Feature Extraction

Classification using CNN

.-.

Database image feature

Fig 8.4: Data flow Diagram of Training and Testing Phase




1. Image Collection

2. Image Preprocessing

3. Jmage Segmentation

4. Feature Extraction

§ Training

6. Classification

. Image Collection

The dataset that we have used in this project is available publicly on the internet
m _

. Image Preprocessing

LE,

T

a) Grayscale conversion: Grayscale image contains only brightness information. Each
pixel value in a grayscale image corresponds to an amount or quantity of light. The brightness
graduation can be differentiated in grayscale image. Grayscale image measures only light intensity
8 bit image will have brightness variation from 0 to 255 where ‘0’ represents black and “255°
represent white. In grayscale conversion color image is converted into grayscale image shows.

Grayscale images are easier and faster to process than colored images. All image processing

technique are applied on grayscale image.

b) Noise Removal: The objective of noise removal is to detect and remove unwanted noise

from digital image. The difficulty is in deciding which features of an image are real and which are

caused by noise. Noise is random variations in pixel values.

We are using median filter to remove unwanted noise. Median filter is nonlinear filter, it leaves

edges invariant. Median filter is im

is sorted by magnitude, the centermost va

plemented by sliding window of odd length. Each sample value

lue is median of sample within the window, is a filter
output.

nterest. Here contrast enhancement is used to get better quality
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. Classification

The binary classifier which makes use of the hyper-plane which is also called as the decisi

soundary between two of the classes is called as Convolution Neural Network. Some of the problems
are pattern recognition like texture classification makes use of CNN. Mapping of nonlinear input data
o the linear data provides good classification in high dimensional space in CNN. The marginal distance
s maximized between different classes by CNN. Different Kernels are used to divide the classes. CNN
plane in dividing two classes. The boundary is

that are nearest to the margin will be

s basically a binary classifier that determines hyper
naximized between the hyperplane and two classes. The samples

elected in determining the hyperplane is called support VECtors.



(NN Algorithm

Convolutionﬂl Neural Network s o
. € ol the
'

image recogmtion i neural netwopy

ayscale image is 4*4* 1 array of the

matrix. In CNN. each : _
| . aCh ]nput ima e
age will pass through a

uence of convolution layers along with pooling will

mels). After that, we will apply the Soft-max f

jues 0 and 1.

Convolution

|

Fig8.5: Convolution Neural Network

.1 Convolution Layer
«tract features from an input image. By learning

convolutional layer preserves the

uts such as image

Convolution layer is the first layer to e
lage features using a small square of input data. the
lationship between pixels. It is a mathematical operation which takes two inp

atrix and a kernel or filter.

e The dimensio
e The dimension of the filter is fnX1Iw
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The dimension of the output is (h
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Convolved Feature

co volution of an image with different filters can perform an operati
' eration such as blu
F 5hﬂfp¢ll,

dge detection by applying filters.

and ©
3.52 Paddmg
padding plays a crucial role in building the convolutional neural network. If the image will
. If the image wi

L e <hrink and it we will take a neural network with 100's of layers on it, it will give us a small
, - sma

. nage after filtered in the end. If we take a three by three filter on top of a grayscale image and do

ving then what will happen?

One time Padding
Cover Pixel

the convol

Cover Pixel

Fig 8.5.2: Padding

fom the above picture that the pixel in the corner will only get covers one time, but the

ered more than once. It means that we

It is clear

middle pixel will get cov

middle pixel, so there are two downsides:

have more information on that

To overcome this, we have - troduced padding to ai image. .,

can add to the border of an image."

3.5.3 Pooling Layer

density. Spatial pooling i

dimensionality of each map but ret
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9.1 Types of testing

Software testing methods and traditionally divided into two: white-box and black-box testing. These

- two approaches are used to describe the point of view that a test engineer takes when designing test
cases.

a) White-box testing (also known as clear box testing, glass box testing, transparent box testing
and structural testing, by seeing the source code) tests internal structures or workings of a
program, as opposed to the functionality exposed to the end-user. In white-box testing an
Internal perspective of the system, as well as programming skills, are used to design test cases.
The tester chooses inputs to exercise paths through the code and determine the appropriate
outputs. While white-box testing can be applied at the unit, integration, and system levels of the
software testing process, it is usually done at the unit level. It can test paths within a unit, paths

between units during integration, and between sub systems duringa system-level test. Though

this method of test design can uncover many errors or problems, it might not detect

unimplemented parts of the specification or missing requirements.

G |
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» Functional Testing: This is a type of black-box testin
software thatis to be tested. The application is tested

application for functionality.

» The determination of the functionality that the intended application is meant to perform.

* The creation of test data based on the specifications of the application.

* The creation of test data based on the specifications of the application.

* The output based on the test data and the specifications of the application.
* The writing of test scenarios and the execution of testcases.

* The comparison of actual and expected results based on the executed testcases.

# Non-functional Testing: This section is based upon testing an application from its non-
" i 1 By - } S ents

functional attributes. Nonfunctional testing involves testing software from the requirem _

t such as performance, security, user interface,

Which are non- functional in nature but importan

etlc.




bottom-up testing 1s usually done first, followed by top-down testing. The process concludes with

multiple tests of the complete application, preferably in scenarios designed to mimic actual situations.

9.5 System testing:

System testing of software or hardware is testing conducted on a complete, integrated system t0

“aluate the system's com pliance with its specified requirements. System testing falls within the scope

Of black-box testing, and as such, should require no knowledge of the inner design of the code or logic.

System testing is important because of the following reasons:

' System testing is the first step in the Software Development Life Cycle,
IEsted

where the application is

1 (PR
PPlicatiop Will be deployed.

‘S . :
/Stem lesting enables us to test, verify, and validate bo

ANl - .
L llcat'On architecture.
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Fig 10.5: Resulted Image

Gray .

Image Sharpning Resulit

Status: Neem
Is with a accuracy of 99.99897480010986%

The benefits and uses of Neem leaves are:

« Treats Acne,

« Neem has an anti-inflammatory
property which helps reduces acne.

« Nourishes Skin.
« Treats Fungal Infections.
« Useful In Detoxification.
« Increases immunity.

Fig 10.6: Resulted Image




a standalone single board computer connected to a scanner. A portable system may be developed for

field use.In future research in the area of plants identification, improved machine learning classifier

- with some pre-processing and feature selection models will be used to solve the accuracy related issues

' and enhance the performance.
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