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Introduction:  

A brain-controlled robotic car, utilizing mind wave technology, represents an 

innovative fusion of neuroscience and robotics, aiming to enable users to control a 

vehicle through their brain activity. At its core, this system leverages 

electroencephalography (EEG) technology to capture and interpret electrical signals 

generated by the user’s brain. The Mind Wave headset, for instance, is a non-

invasive EEG device capable of detecting and processing brainwave signals. These 

signals are then analyzed using sophisticated algorithms to identify specific mental 

states or commands. Through mental focus, relaxation, or other cognitive cues, users 

can trigger commands that are translated into actions for the robotic car, such as 

accelerating, decelerating, turning, or stopping. This interaction typically involves 

real-time processing of EEG data, which is then mapped to corresponding control 

signals for the vehicle’s actuators, enabling seamless integration between the user’s 

cognitive intentions and the car’s movements. Additionally, such systems often 

incorporate machine learning techniques to adapt to individual users’ brain patterns 

over time, enhancing accuracy and responsiveness. The application of brain-

controlled robotic cars extends beyond mere novelty, with potential applications in 

assistive technology, rehabilitation, and human-machine interfaces, offering new 

possibilities for intuitive and immersive interaction between humans and machine. 

Objectives: 

 To read EEG Sensor data with microcontroller and PC to generate waves.  

 To implementation of receiver model.  

 To Apply ML (Machine learning) PCA (Principal Component Analysis) 

Algorithm for the collected EEG data, implementation of face mask in Media 
pipe Algorithm to generate commands and commands are sent to receiver 

model. 

 Receiving commands with the receiver controller and effective controlling of 
robotic car. 

Methodology:  

The methodology for developing a brain-controlled robotic car using Mind Wave 

technology involves several sequential steps to design, implement, and test the 

system. Firstly, the project begins with research and analysis to understand the 
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principles of EEG technology, brainwave patterns, and their correlation with specific 

mental states or commands. This phase also includes selecting appropriate 

hardware components, such as the Mind Wave EEG headset, and acquiring relevant 

software development tools. Next, the hardware setup involves configuring the EEG 

device and integrating it with the robotic car’s control system. This includes 

establishing communication protocols and interfaces to enable real-time data transfer 

between the EEG headset and the vehicle’s onboard computer. Signal processing 

algorithms are then implemented to preprocess the EEG data, removing noise and 

artifacts, and extracting relevant features for brainwave analysis. Subsequently, 

machine learning techniques may be employed to train models that can classify 

brainwave patterns and predict user intentions or commands. These models are 

trained using labeled EEG data collected during calibration and training sessions, 

where users perform specific tasks or focus on predefined mental states. The trained 

models are then integrated into the control logic of the robotic car to translate 

detected brainwave patterns into corresponding vehicle actions. User interface 

design plays a crucial role in providing feedback to the user and enabling intuitive 

interaction with the system. Visual, auditory, or haptic feedback mechanisms may be 

implemented to inform the user of their brain activity and the resulting vehicle 

behavior. Usability testing and iterative design are conducted to refine the user 

interface and optimize user experience. Finally, the system undergoes rigorous 

testing and evaluation to assess its performance, accuracy, and reliability. This 

includes simulated testing in controlled environments as well as real-world testing in 

various driving scenarios. Feedback from users is collected to identify areas for 

improvement and fine-tuning. The methodology aims to iterate through these steps 

iteratively, refining the system until it meets the desired performance and usability 

requirements for a brain-controlled robotic car. 

Figure 4: Block Diagram of Brain controlled Robot. 
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Conclusion:  

 

 

 

 

 

 

 

 

Figure 5.1: Collection of Mind Data using EEG Sensor, Figure 5.2: Displaying the EEG data. 

The Figure 5.1 shows outcome of the objective 1 To read EEG sensor data with a 

microcontroller and PC for generating EEG waves, you would first connect the EEG 

sensor to the microcontroller, typically via analog or digital pins, depending on the 

interface supported by the sensor. The Figure 5.2 shows EEG sensor measures 

electrical activity in the brain and outputs corresponding analog or digital signals 

representing brainwave patterns. The microcontroller then processes these signals 

and converts them into a format that can be transmitted to a PC, usually through 

serial communication. on the PC side, you would develop software to receive the 

EEG data from the microcontroller, interpret it, and generate visualizations or 

representations of EEG waves. This software could be developed using 

programming languages Python, utilizing libraries for serial communication and data 

visualization. The received EEG data can be displayed in real-time as waveforms, 

frequency spectra, or other graphical representations, providing insights into brain 

activity. 

 

 

 

 

 

 

Figure 5.3:  Body of Receiver Model 

The Figure 5.3 shows outcome of the objective 2 implementation of a receiver model 

for a brain-controlled robotic car involves the development of a system that can 

interpret signals from the human brain to control the movement of the car. This 

technology typically relies on electroencephalography (EEG) signals captured from 

the scalp using a specialized headset equipped with EEG sensors. These signals are 



47th Series Student Project Programme (SPP) – 2023-24 4 

 

then processed and analyzed using signal processing algorithms and machine 

learning techniques to decode the user’s intent or commands. Once decoded, the 

commands are transmitted wirelessly to the robotic car’s receiver module, which 

interprets them and translates them into specific actions, such as accelerating, 

turning, or stopping the car. 

 

 

 

 

 

 

 

 

 

Figure 5.4: Detection of Facial Movement. 

The Figure 5.4 shows outcome of the objective 3, integration of machine learning 

(ML) and principal component analysis (PCA) algorithms with collected EEG data 

forms a crucial step in the development of a brain-controlled robotic car system. 

Initially, EEG signals captured from the user’s scalp are preprocessed to remove 

noise and artifacts. Subsequently, PCA is applied to reduce the dimensionality of the 

EEG data, extracting the most relevant features while minimizing information loss. 

This processed EEG data and Facial direction data serves as input to the ML model, 

which learns to recognize patterns corresponding to different mental states or 

commands. 

 

Table 4.1 outlines the  ”Effective Controlling of Robotic Car” based on the movement 

of the face. The table likely presents a mapping between specific actions or 

movements of the face and the corresponding direction in which the robotic car is 

controlled. Here is a general explanation based on the typical setup for controlling a 

robotic car using facial movements,  

 Forward: When the user’s face is oriented in a forward direction, the robotic 
car moves forward. 

 Backward: If the user’s face is turned backward, the robotic car moves in the 
reverse direction.  

 Right: Turning the face to the right side results in the robotic car moving to the 
right.  

 Left: Similarly, turning the face to the left side causes the robotic car to move 

to the left.  

 Stop: There may be a specific facial expression or movement designated to 

stop the robotic car’s movement. 
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Table 5.1: Effective Controlling of Robotic Car 

 

Scope for future work:  

brain-controlled robotic car leveraging mind waves would encompass several key 

features. Firstly, it would integrate sophisticated sensors capable of detecting and 

interpreting brain signals, enabling users to control the vehicle’s navigation, steering, 

acceleration, and braking through their thoughts. Safety would be paramount, with 

the inclusion of collision detection and avoidance systems to mitigate potential 

accidents. The system would also incorporate adaptive learning algorithms to 

personalize control settings based on individual users’ brainwave patterns, ensuring 

optimal performance and user experience. A user-friendly interface would facilitate 

calibration and customization, while providing feedback on the car’s actions based on 

the user’s brain signals. Moreover, accessibility would be a priority, with design 

considerations to accommodate users with diverse physical abilities. Seamless 

integration with other devices and technologies would further enhance the car’s 

usability and utility in various contexts, promising a transformative and empowering 

experience for users. 
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